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Introduction
• Traditional ensembling methods: bagging, boosting, stacking, etc

• Popular ways to merge multiple models
- Arithmetic averaging – rewards more confident models
- Geometric averaging – rewards consensus across models

• What is missing?
- Ability to ensemble by incorporating side information of class relationships
- Example: word prediction

- model’s confidence on predicting word    (represented as word embedding      )

- - distribution over word embeddings/labels 

- - dissimilarity between word     and word 

- Ensemble by finding a balance between model confidence and label semantic similarity 

- Final ensemble can be strong even if models are confident on different (but semantically similar) words
- Arithmetic/geometric mean cannot exploit this since they treat words as independent

• Wasserstein Barycenter
- Enables merging multiple probability distributions  given a cost matrix          between elements     and 
- Balances model confidence and class semantic similarity 
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Model Ensembling

Experiments

• Given       models, each defined by a prediction vector                     , 
• Goal: Find a consensus prediction 

• Arithmetic mean                                 ;     Geometric mean                                      

• Wasserstein barycenter for model ensembling
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 Coloring and Image Particles Generation  
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Theory:

Goal: Understand GAN convergence in a simplified particles 
setting (no Generator) with a  Gradient regularized critic  

• Cast learning  GAN with gradient descent as a dynamic optimal 
transport problem (iteration is the time) 

• Sobolev Descent as proxy for provably understand GAN 
training dynamic and convergence   
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Sobolev Descent 

Goal: Construct a path from source to target. 

• Following flows of gradients of sobolev critic  
• Paths constructed have minimum regularized Kinetic Energy 
defined by the Sobolev Discrepancy 
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Sobolev Descent: Gaussian and Shape Morphing  

Under mild Assumptions Theorem 1 guarantees convergence of Sobolev Descent:

MMD(qt, p) ! 0 as t ! 1

Sobolev Descent convergence of paths to target  

The flows of the learned Sobolev critic
allow to transport source distribution
to target distribution
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Attribute-based Classification
• Dataset: Animals and Attributes, 85 attributes, 50 classes
• 2 attribute-based classifiers 
• Compared arithmetic/geometric means                                          and Unbalanced Wasserstein Barycenter           
• Similarity matrix

Multi-label Prediction
• Dataset: MSCOCO, 80 categories
• 8 classifiers
• Similarity matrix                             based on GloVe/Word2Vec distances, word co-occurrences 

Image Captioning
• Dataset: MSCOCO
• 5 image captioners
• Similarity matrix                                         based on GloVe distances and word synonyms graph
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Singh et al., 2018) etc. Most of these applications of W. barycenter focus on learning balanced
barycenters in the embedding space (like learning the means of the clusters in clustering), in our
ensembling application we assume the embeddings given to us (such as GloVe word embedding )
and compute the barycenter at the predictions level. Finally incorporating side information such as
knowledge graphs or word embeddings in classification is not new and has been exploited in diverse
ways at the level of individual model training via graph neural networks (Marino et al., 2017; Deng
et al., 2014), in the framework of W. barycenter we use this side information at the ensemble level.

6 APPLICATIONS

In this Section we evaluate W. barycenter ensembling in the problems of attribute-based classifica-
tion, multi-label prediction and in natural language generation in image captioning.

6.1 ATTRIBUTE BASED CLASSIFICATION

As a first simple problem we study object classification based on attribute predictions. We use
Animals with Attributes (Xian et al., 2017) which has 85 attributes and 50 classes. We have in
our experiments 2 attributes classifiers to predict the absence/presence of each of the 85 attributes
independently, based on (1) resnet18 and (2) resnet34 (He et al., 2016) input features while training
only the linear output layer (following the details in Section 6.2). We split the data randomly in
30322 / 3500 / 3500 images for train / validation / test respectively. We train the attribute classifiers
on the train split.

Based on those two attributes detectors we would like to predict the 50 categories using unbalanced
W. barycenters using Algorithm 2. Note that in this case the source domain is the set of the 85
attributes and the target domain is the set of 50 animal categories. For Algorithm 2 we use a column-
normalized version of the binary animal/attribute matrix as K matrix (85⇥50), such that per animal
the attribute indicators sum to 1. We selected the hyperparameters " = 0.3 and � = 2 on the
validation split and report here the accuracies on the test split.

Accuracy resnet18 alone resnet34 alone Arithmetic Geometric W. Barycenter
Validation 0.7771 0.8280 0.8129 0.8123 0.8803
Test 0.7714 0.8171 0.8071 0.8060 0.8680

Table 4: Attribute-based classification. The W. barycenter ensembling achieves better accuracy by
exploiting the cross-domain similarity matrix K, compared to a simple linear-transform of proba-
bility mass from one domain to another as for the original models or their simple averages.
As a baseline for comparison, we use arithmetic mean (µ̄a) and geometric mean (µ̄g) ensembling
of the two attribute classifiers resnet18 and resnet34. Then, using the same matrix K as above, we
define the probability of category c (animal) as p(c|µ) = K>µ̄ (for µ̄ = µ̄a and µ̄g resp.). We see
from Table 4 that W. barycenter outperforms arithmetic and geometric mean on this task and shows
its potential in attribute based classification.

6.2 MULTI-LABEL PREDICTION

For investigating W. barycenters on a multi-label prediction task, we use MS-COCO (Lin et al.,
2014) with 80 objects categories. MS-COCO is split into training (⇡82K images), test (⇡35K), and
validation (5K) sets, following the Karpathy splits used in the community (Karpathy & Li, 2015b).
From the training data, we build a set of 8 models using ‘resnet18’ and ‘resnet50’ architectures
(He et al., 2016). To ensure some diversity, we start from pretrained models from either ImageNet
(Deng et al., 2009) or Places365 (Zhou et al., 2017). Each model has its last fully-connected (‘fc’)
linear layer replaced by a linear layer allowing for 80 output categories. All these pretrained models
are fine-tuned with some variations: The ‘fc’ layer is trained for all models, some also fine-tune
the rest of the model, while some fine-tune only the ‘layer4’ of the ResNet architecture. These
variations are summarized in Table 5. Training of the ‘fc’ layer uses a 10�3 learning rate, while all
fine-tunings use 10�6 learning rate. All multi-label trainings use ADAM (Kingma & Ba, 2015) with
(�1 = 0.9,�2 = 0.999) for learning rate management and are stopped at 40 epochs. Only the center
crop of 224⇤224 of an input image is used once its largest dimension is resized to 256.

7
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Architecture Pretraining Training
fc only fc + fine-tuning fc + layer4 fine-tuning

resnet18 ImageNet r18.img.fc r18.img.fc+ft -
Places365 r18.plc.fc r18.plc.fc+ft -

resnet50 ImageNet r50.img.fc - -
Places365 r50.plc.fc r50.plc.fc+ft r50.plc.fc+ft4

Table 5: Description of our 8 models built on MS-COCO

Evaluation Metric. We use the mean Average Precision (mAP) which gives the area under the curve
of P =f(R) for precision P and recall R, averaged over each class. mAP performs a sweep of the
threshold used for detecting a positive class and captures a broad view of a multi-label predictor
performance. Performances for our 8 models are reported in Table 6. Precision, Recall and F1 for
micro/macro are given in Table 10. Our individual models have reasonable performances overall.
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mAP 59.8 59.5 60.1 61.8 62.0 61.4 61.6 58.3 52.3 49.6 64.1 63.3 58.1 64.5 63.9 65.1

Table 6: Multi-label models performances compared to published results on MS-COCO test set.
W. barycenter outperforms arithmetic & geometric means. [1] He et al. (2015) [2] Zhu et al. (2017)

Arithmetic and geometric means offer direct mAP improvements over our 8 individual models. For
unbalanced W. barycenter, the transport of probability mass is completely defined by its matrix
K =K` in Algorithm 2. We investigated multiple K matrix candidates by defining K(i, j) as (i)
the pairwise GloVe distance between categories, (ii) pairwise visual word2vec embeddings distance,
(iii) pairwise co-occurence counts from training data. In our experience, it is challenging to find a
generic K that works well overall. Indeed, W. barycenter will move mass exactly as directed by K.
A generic K from prior knowledge may assign mass to a category that may not be present in some
images at test time, and get harshly penalized by our metrics. A successful approach is to build a
diagonal K for each test sample based on the top-N scoring categories from each model and assign
the average of model posteriors scores K(i, i) = 1

M

P
m pm(i|x) for image x and category i. If a

category is not top scoring, a low K(i, i) = ⇣ value is assigned to it, diminishing its contribution. It
gives W. barycenter the ability to suppress categories not deemed likely to be present, and reinforce
the contributions of categories likely to be. This simple diagonal K gives our best results when
using the top-2 scoring categories per model (the median number of active class in our training
data is about 2) and outperforms arithmetic and geometric means as seen in Table 6. In all our
experiments, W. barycenters parameters {",�} in Algorithm 2 and ⇣ defined above were tuned on
validation set (5K). We report results on MS-COCO test set (⇡35K). In this task of improving our 8
models, W. barycenter offers a solid alternative to commonly used arithmetic and geometric means.
Appendix B.2 shows that non-uniform weighting further improves W. ensembling performance.

6.3 IMAGE CAPTIONING

In this task the objective is to find a semantic consensus by ensembling 5 image captioner models.
The base model is an LSTM-based architecture augmented with the attention mechanism over the
image. In this evaluation we selected captioners trained with cross entropy objective as well as
GAN-trained models (Dognin et al., 2018). The training was done on COCO dataset (Lin et al.,
2014) using data splits from (Karpathy & Li, 2015a): training set of 113k images with 5 captions
each, 5k validation set, and 5k test set. The size of the vocabulary size is 10096 after pruning
words with counts less than 5. The matrix K` = K in Algorithm 1 was constructed using word
similarities, defined based on (i) GloVe word embeddings, so that K = exp(�C/"), where cost
matrix C is constructed based on euclidean distance between normalized embedding vectors; and
(ii) synonym relationships, where we created K based on the word synonyms graph and user votes
from Power Thesaurus. The model prediction µ`, for ` = 1, . . . , 5 was selected as the softmax
output of the captioner’s LSTM at the current time step, and each model’s input was weighted

8
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Rank W. Barycenter Arithmetic Geometric Model 1 Model 2 Model 3 Model 4
0 car 03.73 car 45.11 car 41.94 car 61.37 car 62.25 car 33.25 car 46.88
1 van 03.50 fashion 04.37 truck 02.23 cars 02.79 cars 03.16 fashion 18.15 truck 07.74
2 truck 03.49 truck 02.92 black 01.67 parking 02.62 white 02.22 black 03.08 bus 04.78
3 vehicle 03.46 buildin 02.10 train 01.51 vehicle 01.93 black 01.95 truck 02.29 vehicle 03.46
4 wagon 03.32 bus 02.00 fashion 01.49 model 01.75 train 01.68 red 01.88 red 02.20
5 automob 03.32 black 01.79 bus 01.30 train 01.26 passeng 01.33 photo 01.57 van 01.93
6 coach 02.99 train 01.73 vehicle 01.14 truck 01.22 model 01.24 parking 01.52 fashion 01.74
7 auto 02.98 parking 01.55 photo 01.01 buildin 01.17 photo 01.21 city 01.41 passeng 01.56
8 bus 02.85 vehicle 01.49 van 01.01 black 01.04 truck 01.15 train 01.30 pickup 01.37
9 sedan 02.71 cars 01.41 red 01.01 van 01.04 red 01.15 buildin 00.74 black 01.29
10 cab 02.70 photo 01.29 parking 00.94 fashion 00.82 silver 01.03 fashion 00.72 train 00.79
11 wheels 02.70 red 01.26 buildin 00.88 suv 00.69 vehicle 00.78 bus 00.71 style 00.68
12 buggy 02.70 van 01.18 cars 00.81 automob 00.67 van 00.75 style 00.69 model 00.59
13 motor 02.39 white 01.04 passeng 00.71 parked 00.57 buildin 00.71 time 00.67 fire 00.57
14 jeep 02.31 passeng 00.92 white 00.67 picture 00.55 bus 00.70 old 00.58 white 00.52

Table 2: Sample output (top 15 words) of W. barycenter (Algorithm 1), arithmetic and geometric
means based on four captioner models. Each row shows a word and a corresponding probability over
the vocabulary (as a percentage). W. Barycenter has higher entropy, spreading the probability mass
over the synonyms and words related to the top word “car” and downweights the irrelevant objects
(exploiting the side information K). Simple averaging techniques, which use only the confidence
information, mimick the original model outputs. Figure 4 in Appendix gives a histogram view.

Controllable Entropy via Regularization. As the entropic regularization parameter " increases
the distance of the kernel K from identity I increases and the entropy of the optimal couplings �`,
(H(�`)) increases as well. Hence the entropy of entropic regularized W. Barycenter is controllable
via the entropic regularization parameter ". In fact since the barycenter can be written as µ̄w =
�>
` 1N` , one can show that (Lemma 2 in Appendix):

H(µ̄w) +H(µ`) � �
X

i,j

�`
i,j log(�

`
ij), 8` = 1 . . .m,

As epsilon increases the right-hand side of the inequality increases and so does H(µ̄w). This is
illustrated in Tables 3 and 8, we see that the entropy of the (entropic regularized) W. barycenter
increases as the distance of the kernel K to identity increases (kK � IkF increases as " increases )
and the output of the W. barycenter remains smooth within semantically coherent clusters.

Rank 109.7 79.8 59.4 43.3 15.8 0.25
0 car 10.51 car 12.79 car 15.52 car 19.22 car 33.60 car 41.94
1 truck 10.30 vehicle 10.24 vehicle 10.48 vehicle 10.26 vehicle 05.64 truck 02.23
2 vehicle 09.73 truck 09.16 auto 08.87 auto 08.42 auto 03.45 black 01.67
3 auto 08.46 auto 08.82 truck 07.96 truck 06.59 truck 03.31 train 01.51
4 machine 08.17 machine 06.17 machine 04.33 machine 02.55 black 01.67 fashion 01.49
5 black 01.67 black 01.67 black 01.67 black 01.67 bus 01.54 bus 01.30
6 fashion 01.49 fashion 01.49 fashion 01.49 fashion 01.49 fashion 01.49 vehicle 01.14
7 red 01.06 red 01.05 van 01.06 van 01.12 van 01.08 photo 01.01
8 white 00.98 van 00.99 red 01.04 bus 01.11 red 01.01 van 01.01
9 parking 00.94 parking 00.94 parking 00.94 red 01.03 photo 00.96 red 01.01
10 van 00.91 white 00.91 bus 00.88 parking 00.94 parking 00.94 parking 00.94
11 cars 00.81 cars 00.81 white 00.85 cars 00.81 cars 00.81 buildin 00.88
12 coach 00.73 bus 00.69 cars 00.81 white 00.79 train 00.81 cars 00.81
13 photogr 00.64 coach 00.67 photo 00.69 photo 00.77 buildin 00.72 passeng 00.71
14 photo 00.57 photo 00.63 coach 00.61 coach 00.55 white 00.68 white 00.67

Table 3: Controllable Entropy of regularized Wasserstein Barycenter (Algorithm 1). Output (top 15
words) for a synonyms-based similarity matrix K under different regularization " (which controls
the distance of K to identity I , kK � IkF ). As " decreases, kK � IkF also decreases, i.e., K
approaches identity matrix, and the entropy of the output of Algorithm 1 decreases. Note that the
last column, corresponding to very small entropic regularization, coincides with the output from
geometric mean in Figure 2 (for K = I , the Algorithm 1 outputs geometric mean as a barycenter).

5 RELATED WORK

Wasserstein Barycenters in Machine Learning. Optimal transport is a relatively new comer to
the machine learning community. The entropic regularization introduced in (Cuturi, 2013) fostered
many applications and computational developments. Learning with a Wasserstein loss in a multi-
label setting was introduced in (Frogner et al., 2015), representation learning via the Wasserstein
discriminant analysis followed in (Flamary et al., 2016). More recently a new angle on generative
adversarial networks learning with the Wasserstein distance was introduced in (Arjovsky et al., 2017;
Genevay et al., 2017; Salimans et al., 2018). Applications in NLP were pioneered by the work
on Word Mover Distance (WMD) on word embeddings of (Kusner et al., 2015). Thanks to new
algorithmic developments (Cuturi & Doucet, 2014; Benamou et al., 2015) W. barycenters have been
applied to various problems : in graphics (Solomon et al., 2015), in clustering (Ye et al., 2017), in
dictionary learning (Schmitz et al., 2018), in topic modeling (Xu et al., 2018), in bayesian averaging
(Rios et al., 2018), and in learning word and sentences embeddings (Muzellec & Cuturi, 2018; Pal
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Figure 4: Visualization of the word distributions of W. barycenter, arithmetic and geometric means
based on four captioning models, whose input image is shown on top (one of the ground-truth
human-annotated captions for this image reads: A police car next to a pickup truck at an intersec-
tion). The captioner generates a sentence as a sequence of words, where at each step the output is
a distribution over the whole vocabulary. The top four histograms show a distribution over the vo-
cabulary from each of the model at time t = 3 during the sentence generation process. The bottom
three histograms show the resulting distribution over the vocabulary for the ensembles based on W.
Barycenter, arithmetic and geometric means. It can be seen that the W. Barycenter produces high
entropy distribution, spreading the probability mass over the synonyms of the word ”car” (which is
the top word in all the four models), based on the synonyms similarity matrix K.
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BA: a television is placed on the curb of the road
AM: a TV sits on the side of a street
GM: a television sitting on the side of a street
GT: an empty sidewalk with an abandoned television sitting alone

BA: a car that is parked at the station
AM: a car that has been shown in a subway
GM: a car that is sitting on the side of a road
GT: a car at the bottom of the stair well

BA: a person is sitting on the sidewalk with a tent
AM: a couple of people sitting on benches next to a building
GM: a couple of people sitting on the side of a street
GT: a woman is sitting with a guitar near a man that is sitting on the
ground in front of a tent

BA: a sheep sitting in a car looking out the window
AM: a white sheep is sitting in a vehicle
GM: a close up of a sheep in a car
GT: a sheep sitting at the steering wheel of a car with its hooves on the
wheels

Figure 6: Examples of captions for several images. BA: Wasserstein Barycenter, AM: Arithmetic
mean, GM: Geometric mean, GT: Ground truth.

B MULTI-LABEL PREDICTION

B.1 METRICS USED AND SINGLE MODELS PREDICTIONS

We evaluate our models using micro and macro versions of precision, recall, and F1-measure as
covered in multi-label prediction metrics study from (Wu & Zhou, 2016). For these measures,
a threshold of 0.5 is commonly used to predict a label as positive in the community’s published
results. Macro precision is an average of per-class precisions while micro precision is computed by
computing the ratio of all true positives across all image samples over the number of all positive
classes in a dataset. Therefore a macro (or per-class) precision ‘P-C’ is defined as 1

C

P
i Pi while a

micro (or overall precision) ‘P-O’ is defined as
P

i TPiP
i TPi+FPi

where TPi and FPi are true and false
positives respectively. Per-class and overall versions for R and F1 are defined similarly. We also
employ mean Average Precision (mAP) which gives the area under the curve of P = f(R) averaged
over each class. Unlike P,R and F1, mAP inherently performs a sweep of the threshold used for
detecting a positive class and captures a broader view of a multi-label predictor’s performance.
Performances for our 8 models and previously published results are reported in Table 10 and in
Table 6 in the paper. Our models have reasonable performances overall.
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Robustness of W. Barycenter to Semantic Perturbations. Finally, the right panel of Figure 2,
shows the robustness of the W. barycenter to random shuffling of the µ` values, within semantically
coherent clusters. Note that the size of those clusters increases as K moves away from identity.
The results show that barycenter is able to recover from those perturbations, employing the side
information from K, while both the arithmetic and geometric means (devoid of such information)
are confused by this shuffling, displaying a significant drop in the evaluation metrics.

Figure 2: Left and Center Panels: Comparison of the ensembling methods on COCO validation
set using synonyms-based similarity matrix with topK and randomized beam search. Right Panel:
Comparison of ensembling methods when the predictions of the input models are shuffled according
to the neighborhood structure defined by K. It can be seen that the W. Barycenter ensembling is able
to recover from the word shuffling and produce better captions then the simple averaging methods,
which are not able to exploit the provided side information.
Human Evaluation. We performed human evaluation on Amazon MTurk on a challenging set
of images out of context of MS-COCO (Dognin et al., 2018). We compared three ensembling
techniques: arithmetic, geometric and W. barycenter. For W. barycenter we used the similarity
matrix K defined by visual word2vec (Kottur et al., 2016). For the three models we use randomized
beam search. We asked MTurkers to give a score for each caption on a scale 1-5 and choose the best
captions based on correctness and detailedness. Captions examples are given in Fig. 6 (Appendix).
Fig. 3 shows that W. barycenter has an advantage over the basic competing ensembling techniques.
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Figure 3: Human evaluation results. Left: Percentage of human picking best captions in terms of
correctness and detail. Right: Mean Opinion Score on a scale 1 to 5.

7 CONCLUSION

We showed in this paper that W. barycenters are effective in model ensembling in machine learn-
ing. In the unbalanced case we showed their effectiveness in attribute based classification, as well
as in improving the accuracy of multi-label classification. In the balanced case, we showed that
they promote diversity and improve natural language generation by incorporating the knowledge of
synonyms or word embeddings.
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